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ABSTRACT:

In this paper we want by use of ant Colony Optimization (ACO) that is one of the meta-heuristic methods that constructs solutions of hard combinatorial optimization problems. In this dissertation, a suitable algorithm is presented to minimize logistic costs in supply chain downstream and in distribution network’s chain. Suggested algorithm is based on Ant Colony System and searched two goals with finding paths with the minimum number of vehicles and minimum time of costumers, service. This algorithm has been implemented on a distribution network company producing dairy products with 75 clients. Initially vehicle routing problem of this company has been solved with used nearest neighborhood heuristic algorithm And its result is compared with the proposed algorithm. The results show that the response of proposed algorithm is more efficient from the response of nearest neighborhood algorithm. The proposed algorithm is fully applicable and it has this capability that is implemented on the supply chain network in our country and thereby to achieve reducing supply chain logistic cost and ultimately reducing product’s final price.

Keywords: Ant colony optimization; Vehicle routing; Cyclic transfer; combinatorial optimization; Optimization.

INTRODUCTION

The problem of transportation of people, goods or information is commonly denoted as routing problem. As the routing problem has wide areas of application, optimization of the transportation has become an important issue. The basic routing problem is the Traveling Salesman Problem (TSP). The TSP is the problem of finding a minimal length closed tour that visits all cities of a given set exactly once. The Vehicle Routing Problem (VRP) is the TSP with m vehicles where a demand is associated with each city and the system has various constraints. VRP was first formulated by Dantzig and Ramser in 1959. The problem can be defined as the design of a set of minimum-cost vehicle routes, originating and terminating at a central depot, for a fleet of vehicles that services a set of customers with known demand [1].

Fig. 1. General representation of the Vehicle Routing Problem
The VRP can be defined as a complete graph \( G = (V, A) \) where \( V = \{0, \ldots, n\} \) is a vertex set, and \( A = \{(i, j) \mid i, j \in V\} \) is an edge set. Vertex 0 is a central depot, while each other vertex represents a customer with a known nonnegative demand to be delivered. The distance \( d_{ij} \) is associated with each edge \((i, j) \in A\) and represents the distance from customer \( i \) to customer \( j \). Customers geographically scattered are visited by a homogeneous fleet of vehicles with limited capacity \( Q \) and initially located at the central depot, and routes are assumed to start and end at the depot. The objective is to minimize total traveled distance and the number of vehicles, such that each customer is visited only once by a single vehicle, and vehicle capacity and the total distance must not be violated. The VRP is clearly NP-hard combinatorial optimization problem and difficult to solve. There have been important advances in the development of exact and approximate algorithms. Exact solution methods can only be used for very small instances, so for real-world problems, researchers have to rely on and resort to approximate or heuristic methods in solving the problem.

There have been many papers proposing exact algorithms for solving the VRP. These algorithms are based on dynamic programming, Lagrangean relaxation, and column generation. On the other hand, as the VRP is known to be NP-hard, exact algorithms are not capable of solving problems for big numbers of customers.

This problem is of economic importance to businesses because of the time and costs associated with providing a fleet of delivery vehicles to transport products to a set of geographically dispersed customers. Additionally, such problems are also significant in the public sector where vehicle routes must be determined for bus systems, postal carriers, and other public service vehicles. In each of these instances, the problem typically involves finding the minimum cost of the combined routes for a number of vehicles in order to facilitate delivery from a supply location to a number of customer locations. Since cost is closely associated with distance, a company might attempt to find the minimum distance traveled by a number of vehicles in order to satisfy its customer demand. In doing so, the firm attempts to minimize costs while increasing or at least maintaining an expected level of customer service.

The process of selecting vehicle routes allows the selection of any combination of customers in determining the delivery route for each vehicle. Therefore, the vehicle routing problem is a combinatorial optimization problem where the number of feasible solutions for the problem increases exponentially with the number of customers to be serviced. In addition, the vehicle routing problem is closely related to the traveling salesman problem where an out and back tour from a central location is determined for each vehicle. Since there is no known polynomial algorithm that will find the optimal solution in every instance, the vehicle routing problem is considered NP-hard. For such problems, the use of heuristics is considered a reasonable approach in finding solutions and this paper uses an ant colony optimization (ACO) approach to find solutions to the vehicle routing problem (VRP). ACO simulates the behavior of ant colonies in nature as they forage for food and find the most efficient routes from their nests to food sources. The decision making processes of ants are embedded in the artificial intelligence algorithm of a group of virtual ants which are used to provide solutions to the vehicle routing problem. This approach is relevant because it provides solutions to an important problem in transportation science and the experimental results indicate that the performance of the technique is competitive with other techniques used to generate solutions to the VRP.

**Vehicle routing problem**

The vehicle routing problem has been an important problem in the field of distribution and logistics since at least the early 1960s [1]. It is described as finding the minimum distance or cost of the combined routes of a number of vehicles \( m \) that must service a number of customers \( n \). Mathematically, this system is described as a weighted graph \( G = (V, A, d) \) where the vertices are represented by \( V = \{v_0, v_1, \ldots, v_n\} \), and the arcs are represented by \( A = \{(vi, vj) : i \neq j\} \). A central depot where each vehicle starts its route is located at \( v_0 \) and each of the other vertices represents the \( n \) customers. The distances associated with each arc are represented by the variable \( d_{ij} \) which is measured using Euclidean computations. Each customer is assigned a non-negative demand \( q_i \) and each vehicle is given a capacity constraint, \( Q \). The problem is solved under the following constraints.

- Each customer is visited only once by a single vehicle.
- Each vehicle must start and end its route at the depot, \( v_0 \).
- Total demand serviced by each vehicle cannot exceed \( Q \).

Additionally, the problem may be distance constrained by defining a maximum route length, \( L_{m} \), which each vehicle may not exceed. This maximum route length includes a service distance \( d \) (translated from service time) for each customer on the route. An example of a single solution consisting of a set of routes constructed for a typical vehicle routing problem is presented in Fig. 1, where \( m \geq 3 \), \( n \leq 10 \). The VRP studied here is symmetrical where \( d_{ij} = d_{ji} \) for all \( i \) and \( j \).

A vast amount of research has been accomplished on the vehicle routing problem [2,3] including advanced meta-heuristic approaches such as Tabu Search [4–6] and Simulated Annealing [7]. A limited amount of research addressing the vehicle routing problem has used ACO with candidate lists and ranking techniques to improve the ability of a single ant colony to solve the VRP [8,9]. The research in this paper uses multiple ant colonies and experiments with different candidate list sizes in order to improve the ability of ACO to solve known instances of the VRP.

### Ant colony optimization and scatter search

Ant colony optimization (ACO) simulates the behavior of ant colonies in nature as they forage for food and find the most efficient routes from their nests to food sources. As some ants travel, they deposit a constant amount of pheromone trail that other ants are attracted to follow them. The increase in pheromone enhances the probability of the next ants selecting the path. Over time, as more ants are able to complete the shorter route, pheromone accumulates faster on shorter paths and longer paths are less reinforced. The ants are capable of not only finding the shortest path from a food source to the nest, but also adapting to changes in the environment once the old one is no longer feasible due to a new obstacle. This natural behavior of ants can be used to explain reason that they can find the shortest path [13].

Applies ant colony optimization to an established set of vehicle routing problems. The ACO method includes the two basic steps of construction of solutions and pheromone updating. Scatter search (SS) is a novel evolutionary method. It is a population-based meta-heuristic that combines solutions from a reference set to create improved solutions. The reference set is a set of feasible solutions and is usually updated by combining these existing solutions to obtain new ones. In the reference set, scatter search maintains some high quality solutions during the search process and also ensures diversity to explore other regions when the process is trapped in a local minimum. The main purpose behind scatter search is that the newly combined solutions will explore various regions of the solution space where the better solution may possibly be found. Scatter search has regulations and strategies that are still not emulated by other evolutionary methods, and this method has been applied successfully to many combinatorial optimization problems [14,15]. Provide detailed descriptions and an implementation framework of the scatter search approach. Applied scatter search to the standard vehicle routing problem and combined solutions from the reference set through a common arc mechanism. The scatter search method is not restricted to a single uniform design, and it is very flexible and effective, since each of its elements can be implemented in variety of ways.

### The Ant Colony Optimization Heuristic

In Ant Colony Optimization (ACO), a number of artificial ants with the described characteristics search for good quality solutions to the discrete optimization problem. If \( G = (C, L) \) is assumed as the graph of a discrete optimization problem, ACO can be used to find to find a solution to the shortest path problem defined on the graph \( G \). A solution is described in terms of paths through the states of the problem in accordance with the problems’ constraints. For example, in the TSP, \( C \) is the set of cities, \( L \) is the set of arcs connecting cities, and a solution is a closed tour.

Each ant is assigned to an initial state based on problem criteria. The start state is usually defined as a unit length sequence. Artificial ants find solutions in parallel processes using an incremental constructive mechanism to search for a feasible solution.

It starts from the initial state and move to feasible neighbor states. Moves are made by applying a stochastic search policy guided by ants’ memory, problem constraints, pheromone trail accumulated by all the ants from the beginning of the search process.
and problem-specific heuristic information (visibility). The ants’ memory keeps information about the path it followed. It can be used to carry useful information to compute the goodness of the generated solution and/or the contribution of each executed move. It also provides the feasibility of the solutions. While building its own solution, each ant also collects information on the problem characteristics and its performance. It uses this information to modify the representation of the problem, as seen by the other ants. The information collected by ants is stored in pheromone trails. Visibility measures the attractiveness of the next node to be selected. Visibility value represents a priori information about the problem instance definition. A solution is constructed by moving through a sequence of neighbor states.

The decisions about when the ants should release pheromone on the environment and how much pheromone should be deposited depend on the problem. Ants can release pheromone while building the solution, or after a solution has been built, or both. In addition, pheromone trails can be associated with all problem arcs or some of them.

Probabilistic tables that are function of the pheromone trail and heuristic values guide the ants’ search. The stochastic component of the decision policy and the pheromone evaporation mechanism prevents a rapid drift of all the ants towards the same part of the search space.

After building a solution the ant deposits additional pheromone information on the arcs of the solution. In general, the amount of pheromone deposited is proportional to the goodness of the solution. If a move generates a high-quality solution its pheromone will be increased proportionally to its contribution. After an ant constructs a solution and deposits pheromone information it dies. Although a single ant can find a solution high quality solutions are only found as a result of the global cooperation among all ants. Communication among ants is mediated by information stored in pheromone trail values.

In brief, a colony of ants concurrently moves through feasible adjacent states of the problem by applying a stochastic decision process. By moving, ants incrementally build solutions to the optimization problem. During the solution construction process or/and after the solution is constructed, the ants evaluate the (partial) solution and update pheromone trail values.

**Ant Colony System**

Dorigo and Gambardella [16] proposed the ACS which has two types. In the first type, after all the ants have built a solution, pheromone trails on the arcs used by the ant that found the best tour so far are updated. In the second, after all the ants have built a solution, a local search procedure based on 3-opt is applied to improve the solutions and then pheromone trails on the arcs used by the ant that found the best tour so far are updated. The pheromone trail update rule is as follows:

\[
\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \rho \cdot \tau_{ij} \Delta_{ij}
\]

where \( \Delta_{ij} = \text{length of the shortest tour} \)

A different decision rule, called pseudo-random-proportional rule, is used in the ACS. The pseudo-random-proportional rule \( p_{jk} \), used by ant \( k \) in node \( i \) to choose the next node \( j \) is the following:

\[
p_{jk}^k = \begin{cases} 
\arg \max_{j \in \text{allowed}} \left\{ \tau_{ij} \cdot \left[ \eta_{ij} \right]^q \right\}, & \text{if } q \leq q_0 \\
p_{ij}^k, & \text{otherwise}
\end{cases}
\]

where \( q \) is a random variable uniformly distributed over \([0, 1]\), and \( q_0 \in [0, 1] \) is a parameter.

While using the probabilistic choice of the components to construct a solution is called exploration, choosing the component that maximizes a blend of pheromone trail values and heuristic evaluations is called exploitation.
An ant moving from city \(i\) to city \(j\) updates the pheromone trail on arc \((i, j)\).

\[
P_{ij}^k = \begin{cases} 
\frac{[\tau_{ij}]^\beta \cdot [\eta_{ij}]^\beta}{\sum_{k \in \text{allowed}_k} [\tau_{ik}]^\beta \cdot [\eta_{ik}]^\beta}, & j \in \text{allowed}_k \\
0, & \text{otherwise}
\end{cases}
\]

where \(n\) is the number of cities and \(L_{nn}\) is the length of a tour produced by the nearest neighbor heuristic. Last, ACS exploits a data structure called candidate list which provides additional local heuristic information. A candidate list is a list of preferred cities to be visited from a given city. In ACS, when an ant is in city, instead of examining all the unvisited neighbors, it chooses the city to move to among those in the candidate list. Other cities are examined only if no candidate list city has unvisited status. The candidate list of a city contains \(d\) cities ordered by non-decreasing distance \((d\) is a parameter) and the list is scanned sequentially and according to the ant tabu list to avoid already visited cities [16]. There are other versions of ACS. These differ from the ACS described above:

(i) in the way local pheromone update applied, such as setting \(\tau_0 = 0\),

(ii) in the way the decision rule are made

(iii) in the type of solution used for global pheromone updating, such as adding the pheromone only to arcs belonging to the best solution found.

### Experimentation

The single ant colony and multiple ant colony methodologies are applied to three problems found in previous research [3] in order to compare their ability to find solutions to the VRP for problems with varying numbers of customers. These three problems differ in size, and they were selected in order to establish the baseline performance of the new multiple ant colony technique and to rigorously analyze the results of the method prior to testing on larger problems. In addition, the fractional size of the candidate list is used as an experimental factor in order to determine if it plays a significant role in finding improved solutions to the VRP. Our ACO-based search results are compared to similar ant colony approaches to the VRP and to the best known solutions for each problem.

#### 5.1. Design of experiment.

A description for each of the three problems used in the experiment is presented in Table 1 and the specific location coordinates on the graph for all locations and the depot are available in [2,3] The ant colony optimization results for this experiment are compared to the single ACO approach found in [8], the ranked ACO approach found in [9] and the best known solutions for each problem. The best solution for problem 1 has been proven to be optimal [18] and the best solutions for all three problems have been found using Tabu Search [5].

The experiment includes two different optimization methods (single and multiple ant colonies) and is applied to the three different problems. In addition, the candidate list size is set at four different levels for each problem by varying the fraction of sites available to be candidates. This is done by dividing the number of customers \(n\) by four different denominator values \((n/3, n/5, n/7\) and \(n/9\)). The resulting experimental design consists of \(2!4Z8\) different treatment cells for each of the three problems. Solutions for each of these cells have been generated 25 times in order to understand the central tendency and variances associated with the results of the experiment and in order to make meaningful statistical comparisons. The measures of performance for the model include mean route distance \(L\), minimum route distance \(L_{\min}\), average CPU run-time, and the percentage inferiority of the minimum route...
distance \( L \) in comparison to the best known solution to the problem. These measures are evaluated in order to answer two research questions for this study:

1. Does the multiple ant colony method provide improved solutions to the problems in comparison to the single colony method?

2. Does the use of different candidate list sizes result in significantly different solutions to the problems.

Generation of all ACO solutions for each problem and its variations was done using CCC coding on an Athlon AMD4 900 MHz processor. In all ACO solutions, the following search parameters were set to values that were found to be robust in previous research and piloting: \( a \approx 0.1, b \approx 2.3, q_0 \approx 0.9 \), and \( m \approx 25 \). Each run of the model consisted of 5000 iterations of the trail construction and trail updating processes.

5.2. Experimental results

The results of the experiment listed in Table 2, reveal that the ACO approaches used in this research are able to generate competitive solutions for the VRP for problem C1 (\( n = 50 \)), both the single and multiple ant colony approaches are able to generate solutions within less than 1% of the optimum solution to the problem. In addition, the fractional size of the candidate list does not seem to play a great role in the quality of the solution for problem C1, and all candidate list sizes are able to find solutions within 3% of the known optimum. However, for problem C3 (\( n = 100 \)), the best results are found using a candidate size equal to fourteen as determined by the fractional level \( n/7 \). Using this candidate list size, the single colony approach was able to find its best solution within 3.9% of the best known result and the multiple colony approach was able to find a result within 1.7% of the best known solution. This pattern is apparent in the experimental results for Problem C4, as the single colony approach finds solutions within 10.06% of the best known result and multiple ant colony optimization is able to find solutions within 6.45% of the best known results. These initial observations tend to indicate that as the problem size (\( n \)) grows the multiple colony approach becomes more appealing and the candidate list size should be kept small by using a larger denominator in the fraction that determines the number of candidate sites. Additionally, in all instances the single and multiple colony versions of the algorithm were able to find solutions using the minimum number of vehicles \( m \) as established by previously best-known solutions to the problem (\( m = 5 \) for C1, \( m = 8 \) for C3, \( m = 12 \) for C4). In no instance did the algorithms need to add an additional vehicle in order to solve any of the three problems.

In order to further analyze the results and provide answers to the research questions, a two factor analysis of variance (ANOVA) was conducted for each of the three problems in order to determine if there are significant differences in the route distance \( L \) as a result of using different candidate list sizes and single versus multiple colony approaches.

The first ANOVA for problem C1 found significant differences (\( F = 105.29, p < 0.001 \)) for the different candidate list sizes and optimization methods used.
Tukey’s pairwise comparisons of the means showed that a candidate list size of 10 (as determined by the expression n/5) had significantly lower route distances than routes found using the other three candidate list sizes (family alpha=0.05, p<0.001 for all differences). In addition, solutions for the single ant colony method were 8.59–4.85 units smaller than solutions generated using multiple ant colony optimization (alpha=0.05, p<0.001). These differences are represented in Fig. 2. 

The second ANOVA for problem C3 again found a significant difference between the different candidate list sizes (F=93.63, p<0.001). Tukey’s pairwise differences for this problem indicate that the candidate list of 11 (n=9) finds route distances 27.61–19.51 units less than the candidate list of 33 (n=3) and 10.96–2.86 units less than a candidate list of 20 (n=5) with a equal to .05. No significant difference is evident between the candidate list size of eleven and fourteen (n=7) for this problem. The results for this problem are shown in Fig. 3. 

The ANOVA results for problem C4 again indicate a significant difference for candidate list size (F=281.53, p<0.001). Tukey’s pairwise comparisons show that using a denominator of nine for the fractional approach produces improved results (family a=0.05). Route distances using a candidate list size of seventeen (n=9) are 57.00–47.16 units smaller than distances found with a candidate list size of fifty (n=3). They are 29.04–19.20 units smaller than solutions found with a candidate list size of thirty (n=5) and 14.37–4.53 units smaller than solutions with a candidate list size of twenty one (n=7). No significant difference is evident between the candidate list size of eleven and fourteen (n=7) for this problem. The results for this problem are shown in Fig. 4.
The computational speed of an application is also an important means of measuring the ability of an algorithm. Therefore, the two ACO methods used in this research are compared to the CPU times reported by other research for solving the three problems in Table 2. The methods of this study are compared to the results of Taillard (T) [5], Osman (O) [7], Gendreau, Hertz and Laporte (GHL) [4], Xiu and Kelly (XK) [19], and the savings generator (SG) solutions of Kelly and Xiu [6]. The times reported for the ACO methods are the average time the algorithm spent in finding the best solution for the problem. Since each of the research studies in the comparison in Table 2 use different computer platforms it may not be accurate to compare the run times from one study to the next. However, it can be seen that the two ACO methods used in this research are very competitive in terms of computational times, especially as problem size increases. The ACO times are smaller than other known techniques for problem C3 and only the recent Savings Generator approach of Kelly and Xiu is able to find the best solution faster than ACO. For all three problems, the multiple-colony ACO is faster than the single colony version of ACO.

Table 2. Comparison of CPU times (in seconds)
CONCLUSION

The purpose of this study was to develop ant system based approach for solving VRPs. The proposed approach basically differ from the other ant system heuristics in the way that it forms the candidate list, and it calculates the initial pheromone values and the visibility function.

Most of the ant system based heuristics forms the candidate lists at the beginning, and do not update them. On the other hand, attractiveness of arcs depends on the pheromone values on them. As pheromone values on arcs are updated, some arcs that are not on the candidate lists may become attractive. Thus, in this study candidate lists are updated after global pheromone update procedure.

In most of the ant colony based algorithms to VRP, initial pheromone trails is calculated based on the best known route distances found for the particular problem. However, in this study it is calculated based on the feasible solution found.

Finally, visibility of an arc is calculated as a function of distance between two customers, customers’ distance to the depot and the time window associated with the customer to whom the ant is considered to move.
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